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Figure 1: The Chosen One: Given a text prompt describing a character, our method distills a representation that enables
consistent depiction of the same character in novel contexts.
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ABSTRACT

Recent advances in text-to-image generation models have unlocked
vast potential for visual creativity. However, the users that use
these models struggle with the generation of consistent charac-
ters, a crucial aspect for numerous real-world applications such as
story visualization, game development, asset design, advertising,
and more. Current methods typically rely on multiple pre-existing
images of the target character or involve labor-intensive manual
processes. In this work, we propose a fully automated solution for
consistent character generation, with the sole input being a text
prompt. We introduce an iterative procedure that, at each stage,
identifies a coherent set of images sharing a similar identity and
extracts a more consistent identity from this set. Our quantitative
analysis demonstrates that our method strikes a better balance
between prompt alignment and identity consistency compared to
the baseline methods, and these findings are reinforced by a user
study. To conclude, we showcase several practical applications of
our approach.
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1 INTRODUCTION

The ability to maintain consistency of generated visual content
across various contexts, as shown in Figure 1, plays a central role
in numerous creative endeavors. These include illustrating a book,
crafting a brand, creating comics, developing presentations, design-
ing webpages, and more. Such consistency serves as the foundation
for establishing brand identity, facilitating storytelling, enhancing
communication, and nurturing emotional engagement.

Despite the increasingly impressive abilities of text-to-image
generative models, the users that use these models struggle with
such consistent generation, a shortcoming that we aim to rectify in
this work. Specifically, we introduce the task of consistent character
generation, where given an input text prompt describing a character,
we derive a representation that enables generating consistent de-
pictions of the same character in novel contexts. Although we refer
to characters throughout this paper, our work is in fact applicable
to visual subjects in general.

Project page is available at: https://omriavrahami.com/the-chosen-one/
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Figure 2: Identity consistency. Given the prompt “a Plasticine
of a cute baby cat with big eyes”, a standard text-to-image
diffusion model produces different cats (all corresponding to
the input text), whereas our method produces the same cat.

Consider, for example, an illustrator working on a Plasticine cat
character. As demonstrated in Figure 2, providing a state-of-the-
art text-to-image model with a prompt describing the character,
results in a variety of outcomes, which may lack consistency (top
row). In contrast, in this work we show how to distill a consistent
representation of the cat (2nd row), which can then be used to
depict the same character in a multitude of different contexts.

The widespread popularity of text-to-image generative models
[Podell et al. 2023; Ramesh et al. 2022; Rombach et al. 2021; Saharia
et al. 2022], combined with the need for consistent character gener-
ation, has already spawned a variety of ad hoc solutions. These in-
clude, for example, using celebrity names in prompts [stassius 2023]
for creating consistent humans, or using image variations [Ramesh
et al. 2022] and filtering them manually by similarity [JoshGreat
2023]. In contrast to these ad hoc, manually intensive solutions,
we propose a fully-automatic principled approach to consistent
character generation.

The academic works most closely related to our setting are ones
dealing with personalization [Gal et al. 2022; Ruiz et al. 2023] and
story generation [Gong et al. 2023; Jeong et al. 2023; Rahman et al.
2022]. Some of these methods derive a representation for a given
character from several user-provided images [Gal et al. 2022; Gong
et al. 2023; Ruiz et al. 2023]. Others cannot generalize to novel
characters that are not in the training data [Rahman et al. 2022],
or rely on textual inversion of an existing depiction of a human
face [Jeong et al. 2023].

In this work, we argue that in many applications the goal is to
generate some consistent character, rather than visually matching
a specific appearance. Thus, we address a new setting, where we
aim to automatically distill a consistent representation of a charac-
ter that is only required to comply with a single natural language
description. Our method does not require any images of the tar-
get character as input; thus, it enables creating a novel consistent
character that does not necessarily resemble any existing visual
depiction.

Our fully-automated solution to the task of consistent character
generation is based on the assumption that a sufficiently large set
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of generated images, for a certain prompt, will contain groups of
images with shared characteristics. Given such a cluster, one can
extract a representation that captures the “common ground” among
its images. Repeating the process with this representation, we can
increase the consistency among the generated images, while still
remaining faithful to the original input prompt.

We start by generating a gallery of images based on the pro-
vided text prompt, and embed them in a Euclidean space using a
pre-trained feature extractor. Next, we cluster these embeddings,
and choose the most cohesive cluster to serve as the input for a
personalization method that attempts to extract a consistent iden-
tity. We then use the resulting model to generate the next gallery
of images, which should exhibit more consistency, while still de-
picting the input prompt. This process is repeated iteratively until
convergence.

We evaluate our method quantitatively and qualitatively against
several baselines, as well as conducting a user study. Finally, we
present several applications of our method.

In summary, our contributions are: (1) we formalize the task of
consistent character generation, (2) propose a novel solution to this
task, and (3) we evaluate our method quantitatively and qualita-
tively, in addition to a user study, to demonstrate its effectiveness.

2 RELATED WORK

Text-to-image generation. Text conditioned image generative
models (T2I) [Ramesh et al. 2022; Rombach et al. 2021; Yu et al.
2022] show unprecedented capabilities of generating high quality
images from mere natural language text descriptions. They are
quickly becoming a fundamental tool for any creative vision task.
In particular, text-to-image diffusion models [Balaji et al. 2022; Ho
et al. 2020; Nichol et al. 2021; Sohl-Dickstein et al. 2015; Song et al.
2020; Song and Ermon 2019] are employed for guided image synthe-
sis [Avrahami et al. 2023¢; Chefer et al. 2023; Couairon et al. 2023;
Ge et al. 2023; Hertz et al. 2022; Mou et al. 2023; Voynov et al. 2022;
Zhang et al. 2023a] and image editing tasks [Avrahami et al. 2023b,
2022; Bar-Tal et al. 2022; Cao et al. 2023; Hertz et al. 2023; Kawar
et al. 2023; Meng et al. 2021; Mokady et al. 2023; Patashnik et al.
2023; Sheynin et al. 2022; Tumanyan et al. 2023]. Using image edit-
ing methods, one can edit an image of a given character, and change
its pose, etc., however, these methods cannot ensure consistency of
the character in novel contexts, as our problem dictates.

In addition, diffusion models were used in other tasks [Po et al.
2023; Zhang et al. 2023b], such as: video editing [Geyer et al. 2023;
Liu et al. 2023a,b; Molad et al. 2023; Qi et al. 2023; Yang et al. 2023],
3D synthesis [Fridman et al. 2023; Héllein et al. 2023; Metzer et al.
2023; Poole et al. 2022], editing [Benaim et al. 2022; Gordon et al.
2023; Sella et al. 2023; Zhuang et al. 2023] and texturing [Richard-
son et al. 2023b], typography generation [Iluz et al. 2023], motion
generation [Raab et al. 2023; Tevet et al. 2022], and solving inverse
problems [Horwitz and Hoshen 2022].

Text-to-image personalization. Text-conditioned models cannot
generate an image of a specific object or character. To overcome
this limitation, a line of works utilizes several images of the same
instance to encapsulate new priors in the generative model. Existing
solutions range from optimization of text tokens [Gal et al. 2022;
Vinker et al. 2023; Voynov et al. 2023] to fine-tuning the parameters
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of the entire model [Avrahami et al. 2023a; Ruiz et al. 2023], where
in the middle, recent works suggest fine-tuning a small subset of
parameters [Alaluf et al. 2023; Chen et al. 2023b; Han et al. 2023;
Hu et al. 2021; Kumari et al. 2023; Ryu 2022; Tewel et al. 2023].
Models trained in this manner can generate consistent images of
the same subject. However, they typically require a collection of
images depicting the subject, which naturally narrows their ability
to generate any imaginary character. Moreover, when training on a
single input image [Avrahami et al. 2023a], these methods tend to
overfit and produce similar images with minimal diversity during
inference.

Unlike previous works, our method does not require an input
image; instead, it can generate consistent and diverse images of the
same character based only on a text description. Additional works
are aimed to bypass the personalization training by introducing
a dedicated personalization encoder [Arar et al. 2023; Chen et al.
2023a; Gal et al. 2023; Jia et al. 2023; Li et al. 2023; Shi et al. 2023;
Valevski et al. 2023; Wei et al. 2023; Ye et al. 2023]. Given an image
and a prompt, these works can produce images with a character
similar to the input. However, as shown in Section 4.1, they lack
consistency when generating multiple images from the same input.
Concurrently, ConceptLab [Richardson et al. 2023a] is able to gen-
erate new members of a broad category (e.g., a new pet); in contrast,
we seek a consistent instance of a character described by the input
text prompt. Another line of works, focuses on learning styles [Ahn
et al. 2023; Sohn et al. 2023] from a reference image. On the other
hand, our work focuses on generating novel consistent characters
rather than styles.

Story visualization. Consistent character generation is well stud-
ied in the field of story visualization. Early GAN works [Li et al.
2019; Szlics and Al-Shouha 2022] employ a story discriminator for
the image-text alignment. Recent works, such as StoryDALL-E [Ma-
harana et al. 2022] and Make-A-Story [Rahman et al. 2022] utilize
pre-trained T2I models for the image generation, while an adapter
model is trained to embed story captions and previous images into
the T2I model. However, those methods cannot generalize to novel
characters, as they are trained over specific datasets. More closely re-
lated, Jeong et al. [Jeong et al. 2023] generate consistent storybooks
by combining textual inversion with a face-swapping mechanism;
therefore, their work relies on images of existing human-like char-
acters. TaleCrafter [Gong et al. 2023] presents a comprehensive
pipeline for storybook visualization. However, their consistent char-
acter module is based on an existing personalization method that
requires fine-tuning on several images of the same character.

Manual methods. Other attempts for achieving consistent char-
acter generation using a generative model rely on ad hoc and
manually-intensive tricks such as using text tokens of a celebrity,
or a combination of celebrities [stassius 2023] in order to create
a consistent human; however, the generated characters resemble
the original celebrities, and this approach does not generalize to
other character types (e.g., animals). Users have also proposed to en-
sure consistency by manually crafting very long and elaborate text
prompts [JoshGreat 2023], or by using image variations [Ramesh
et al. 2022] and filtering them manually by similarity [JoshGreat
2023]. Other users suggested generating a full design sheet of a
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ALGORITHM 1: Consistent Character Generation
Input: Text-to-image diffusion model M, parameterized by © = (6, 7),

where 6 are the LoRA weights and 7 is a set of custom text embeddings,

target prompt p, feature extractor F.

Hyper-parameters: number of generated images per step N, minimum
cluster size dpin-c, target cluster size dgize-c, convergence criterion deony,

maximum number of iterations dijsr
Output: a consistent representation ©(p)

repeat
S=UnF(Mo(p))
C = K-MEANS++(S, k = | N /dsize-c|)
C = {c € Cldpin-c < |c|} {filter small clusters}
Ccohesive = argmin ﬁ ZeEc ”e - Ccen”2
ceC
© = argmin Ly OVEr Ceopesive
(6.7)
until deony > ﬁ Zsl,szeS lls1 = szl1?

return O

character, then manually filter the best results and use them for fur-
ther generation [Foundations 2023]. All these methods are manual,
labor-intensive, and ad hoc for specific domains (e.g., humans). In
contrast, our method is fully automated and domain-agnostic.

3 METHOD

As stated earlier, our goal in this work is to enable generation of
consistent images of a character (or another kind of visual subject)
based on a textual description. We achieve this by iteratively cus-
tomizing a pre-trained text-to-image model, using sets of images
generated by the model itself as training data. Intuitively, we refine
the representation of the target character by repeatedly funneling
the model’s output into a consistent identity. Once the process has
converged, the resulting model can be used to generate consistent
images of the target character in novel contexts. In this section, we
describe our method in detail.

Formally, we are given a text-to-image model Mg, parameter-
ized by ©, and a text prompt p that describes a target character.
The parameters © consist of a set of model weights 0 and a set of
custom text embeddings 7. We seek a representation O(p), s.t., the
parameterized model Mg ,) is able to generate consistent images
of the character described by p in novel contexts.

Our approach, described in Algorithm 1 and depicted in Figure 3,
is based on the premise that a sufficiently large set of images gen-
erated by M for the same text prompt, but with different seeds,
will reflect the non-uniform density of the manifold of generated
images. Specifically, we expect to find some groups of images with
shared characteristics. The “common ground” among the images in
one of these groups can be used to refine the representation ©(p)
so as to better capture and fit the target. We therefore propose to
iteratively cluster the generated images, and use the most cohesive
cluster to refine ©(p). This process is repeated, with the refined
representation ©(p), until convergence. Below, we describe the
clustering and the representation refinement components of our
method in detail.

Avrahami et al.

3.1 Identity Clustering

We start each iteration by using Mg, parameterized with the cur-
rent representation O, to generate a collection of N images, each
corresponding to a different random seed. Each image is embedded
in a high-dimensional semantic embedding space, using a feature
extractor F, to form a set of embeddings S = (Jn F(Mg(p)). In our
experiments, we use DINOv2 [Oquab et al. 2023] as the feature
extractor F.

Next, we use the K-MEANS++ [Arthur and Vassilvitskii 2007]
algorithm to cluster the embeddings of the generated images ac-
cording to cosine similarity in the embedding space. We filter the
resulting collection of clusters C by removing all clusters whose size
is below a pre-defined threshold d -, as it was shown [Avrahami
et al. 2023a] that personalization algorithms are prone to overfitting
on small datasets. Among the remaining clusters, we choose the
most cohesive one to serve as the input for the identity extraction
stage (see Figure 4). We define the cohesion of a cluster c as the
average distance between the members of ¢ and its centroid cepn:

1
cohesion(c) = m Z lle = ccenll. (1)

ecc

In Figure 4 we show a visualization of the DINOv2 embedding
space, where the high-dimensional embeddings S are projected into
2D using t-SNE [Hinton and Roweis 2002] and colored according
to their K-MEANS++ [Arthur and Vassilvitskii 2007] clusters. Some
of the embeddings are clustered together more tightly than others,
and the black cluster is chosen as the most cohesive one.

3.2 Identity Extraction

Depending on the diversity of the image set generated in the current
iteration, the most cohesive cluster c.ypesive may still exhibit an
inconsistent identity, as can be seen in Figure 3. The representation
O is therefore not yet ready for consistent generation, and we
further refine it by training on the images in ¢ ypesive t0 extract a
more consistent identity. This refinement is performed using text-
to-image personalization methods [Gal et al. 2022; Ruiz et al. 2023],
which aim to extract a character from a given set of several images
that already depict a consistent identity. While we apply them to a set
of images which are not completely consistent, the fact that these
images are chosen based on their semantic similarity to each other,
enables these methods to nevertheless distill a common identity
from them. This way, our method can overcome the inconsistencies
that may emerge due to the feature extractor F or the clustering
algorithm.

We base our solution on a pre-trained Stable Diffusion XL (SDXL)
[Podell et al. 2023] model, which utilizes two text encoders: CLIP
[Radford et al. 2021] and OpenCLIP [Ilharco et al. 2021]. We perform
textual inversion [Gal et al. 2022] to add a new pair of textual tokens
7, one for each of the two text encoders. However, we found that
this parameter space is not expressive enough, as demonstrated
in Section 4.3, hence we also update the model weights 6 via a
low-rank adaptation (LoRA) [Hu et al. 2021; Ryu 2022] of the self-
and cross-attention layers of the model.

We use the standard denoising loss:

2
Lrec = Ex~cmhesm,z~E(x),e~N(O,1),t lle - €0(p) ulz|, @)
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Identity
Extract

Figure 3: Method overview. Given an input text prompt, we start by generating numerous images using the text-to-image model
Mg, which are embedded into a semantic feature space using the feature extractor F. Next, these embeddings are clustered
and the most cohesive group is chosen, since it contains images with shared characteristics. The “common ground” among
the images in this set is used to refine the representation O to better capture and fit the target. These steps are iterated until

convergence to a consistent identity.

Figure 4: Embedding visualization. Given generated images
for the text prompt “a sticker of a ginger cat”, we project
the set S of their high-dimensional embeddings into 2D us-
ing t-SNE [Hinton and Roweis 2002] and indicate different
K-MEANS++ [Arthur and Vassilvitskii 2007] clusters using
different colors. Representative images are shown for three
of the clusters. It may be seen that images in each cluster
share the same characteristics: black cluster — full body cats,
red cluster — cat heads, brown cluster — images with multiple
cats. According to our cohesion measure (1), the black clus-
ter is the most cohesive, and therefore, chosen for identity
extraction (or refinement).

where ¢ opesive 1S the chosen cluster, E(x) is the VAE encoder of
SDXL, € is the sample’s noise and ¢ is the time step, z; is the latent
z noised to time step t. We optimize L. over © = (0, 7), the union
of the LoRA weights and the newly-added textual tokens.

3.3 Convergence

As explained earlier (Algorithm 1 and Figure 3), the above process
is performed iteratively. Note that the representation © extracted
in each iteration is the one used to generate the set of N images for
the next iteration. The generated images are thus funneled into a
consistent identity.

Rather than using a fixed number of iterations, we apply a con-
vergence criterion that enables early stopping. After each iteration,
we calculate the average pairwise Euclidean distance between all
N embeddings of the newly-generated images, and stop when this
distance is smaller than a pre-defined threshold dcony.

Finally, it should be noticed that our method is non-deterministic,
i.e., when running our method multiple times, on the same input
prompt p, different consistent characters will be generated. This is
aligned with the one-to-many nature of our task. For more details
and examples, please refer to the supplementary material.

4 EXPERIMENTS

In Section 4.1 we compare our method against several baselines,
both qualitatively and quantitatively. Next, in Section 4.2 we de-
scribe the user study we conducted and present its results. The
results of an ablation study are reported in Section 4.3. Finally, in
Section 4.4 we demonstrate several applications of our method.

4.1 Qualitative and Quantitative Comparison

We compared our method against the most related personalization
techniques [Gal et al. 2022; Li et al. 2023; Ryu 2022; Wei 2023; Ye
et al. 2023]. In each experiment, each of these techniques is used
to extract a character from a single image, generated by SDXL
[Podell et al. 2023] from an input prompt p. The same prompt p is
also provided as input to our method. Textual Inversion (TI) [Gal
et al. 2022] optimizes a textual token using several images of the
same concept, and we converted it to support SDXL by learning
two text tokens, one for each of its text encoders, as we did in
our method. In addition, we used LoRA DreamBooth [Ryu 2022]
(LoRA DB), which we found less prone to overfitting than standard
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TI LoRA DB ELITE BLIP-diff IP-Adapter Ours
[Gal et al. 2022] [Ryu 2022] [Wei et al. 2023] [Li et al. 2023] [Ye et al. 2023]
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Figure 5: Qualitative comparison. We compare our method against several baselines: TI [Gal et al. 2022], BLIP-diffusion [Li et al.
2023] and IP-adapter [Ye et al. 2023] are able to follow the target prompts, but do not preserve a consistent identity. LoORA DB
[Ryu 2022] is able to maintain consistency, but it does not always follow the prompt. Furthermore, the character is generated
in the same fixed pose. ELITE [Wei et al. 2023] struggles with prompt following and also tends to generate deformed characters.
On the other hand, our method is able to follow the prompt and maintain consistent identities, while generating the characters
in different poses and viewing angles.
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Figure 6: Quantitative Comparison and User Study. (Left) We compared our method quantitatively with various baselines
in terms of identity consistency and prompt similarity, as explained in Section 4.1. LoRA DB and ELITE maintain high
identity consistency, while sacrificing prompt similarity. TI and BLIP-diffusion achieve high prompt similarity but low identity
consistency. We also ablated some components of our method: removing the clustering stage, reducing the optimizable
representation, re-initializing the representation in each iteration and performing only a single iteration. All of the ablated
cases resulted in a significant degradation of consistency. (Right) The user study rankings also demonstrate that our method is

balancing between identity consistency and prompt similarity.

DB. Furthermore, we compared against all available image encoder
techniques that encode a single image into the textual space of
the diffusion model for later generation in novel contexts: BLIP-
Diffusion [Li et al. 2023], ELITE [Wei 2023], and IP-adapter [Ye et al.
2023]. For all the baselines, we used the same prompt p to generate a
single image, and used it to extract the identity via optimization (TI
and LoRA DB) or encoding (ELITE, BLIP-diffusion and IP-adapter).

In Figure 5 we qualitatively compare our method against the
above baselines. While TI [Gal et al. 2022], BLIP-diffusion [Li et al.
2023] and IP-adapter [Ye et al. 2023] are able to follow the specified
prompt, they fail to produce a consistent character. LoORA DB [Ryu
2022] succeeds in consistent generation, but it does not always
respond to the prompt. Furthermore, the resulting character is
generated in the same fixed pose. ELITE [Wei et al. 2023] struggles
with prompt following and the generated characters tend to be
deformed. In comparison, our method is able to follow the prompt
and maintain consistency, while generating appealing characters
in different poses and viewing angles.

In order to automatically evaluate our method and the baselines
quantitatively, we instructed ChatGPT [OpenAl 2022] to generate
prompts for characters of different types (e.g., animals, creatures,
objects, etc.) in different styles (e.g., stickers, animations, photore-
alistic images, etc.). Each of these prompts was then used to extract
a consistent character by our method and by each of the baselines.
Next, we generated these characters in a predefined collection of
novel contexts. For a visual comparison, please refer to the supple-
mentary material.

We employ two standard evaluation metrics: prompt similarity
and identity consistency, which are commonly used in the person-
alization literature [Avrahami et al. 2023a; Gal et al. 2022; Ruiz et al.
2023]. Prompt similarity measures the correspondence between the
generated images and the input text prompt. We use the standard
CLIP [Radford et al. 2021] similarity, i.e., the normalized cosine
similarity between the CLIP image embedding of the generated
images and the CLIP text embedding of the source prompts. For
measuring identity consistency, we calculate the pairwise similarity
between the CLIP image embeddings of generated images of the
same concept across different contexts (i.e., when using different
text prompts for the same character).

As can be seen in Figure 6 (left), there is an inherent trade-off
between prompt similarity and identity consistency: LoRA DB and
ELITE exhibit high identity consistency, while sacrificing prompt
similarity. TI and BLIP-diffusion achieve high prompt similarity
but low identity consistency. Our method achieves better identity
consistency than IP-adapter, which is significant from the user’s
perspective, as supported by our user study.

4.2 User Study

We conducted a user study to evaluate our method, using the Ama-
zon Mechanical Turk (AMT) platform [Amazon 2023]. We used the
same generated prompts and samples that were used in Section 4.1
and asked the evaluators to rate the prompt similarity and identity
consistency of each result on a Likert scale of 1-5. For ranking the
prompt similarity, the evaluators were presented with the target
text prompt and the result of our method and the baselines on the
same page, and were asked to rate each of the images. For identity
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consistency, for each of the generated concepts, we compared our
method and the baselines by randomly choosing pairs of generated
images with different target prompts, and the evaluators were asked
to rate on a scale of 1-5 whether the images contain the same main
character. Again, all the pairs of the same character for the different
baselines were shown on the same page.

As can be seen in Figure 6 (right), our method again exhibits
a good balance between identity consistency and prompt similar-
ity, with a wider gap separating it from the baselines. For more
details and statistical significance analysis, read the supplementary
material.

4.3 Ablation Study

We conducted an ablation study for the following cases: (1) Without
clustering — we omit the clustering step described in Section 3.1,
and instead simply generate 5 images according to the input prompt.
(2) Without LoRA — we reduce the optimizable representation © in
the identity extraction stage, as described in Section 3.2, to consist
of only the newly-added text tokens without the additional LoRA
weights. (3) With re-initialization — instead of using the latest rep-
resentation © in each of the optimization iterations, as described in
Section 3.3, we re-initialize it in each iteration. (4) Single iteration —
rather than iterating until convergence (Section 3.3), we stop after
a single iteration.

As can be seen in Figure 6 (left), all of the above key components
are crucial for achieving a consistent identity in the final result: (1)
removing the clustering harms the identity extraction stage because
the training set is too diverse, (2) reducing the representation causes
underfitting, as the model does not have enough parameters to
properly capture the identity, (3) re-initializing the representation
in each iteration, or (4) performing a single iteration, does not allow
the model to converge into a single identity.

For a visual comparison of the ablation study, as well as compar-
ison of alternative feature extractors (DINOv1 [Caron et al. 2021]
and CLIP [Radford et al. 2021]), please refer to the supplementary
material.

4.4 Applications

As demonstrated in Figure 7, our method can be used for various
down-stream tasks, such as (a) lllustrating a story by breaking it
into a different scenes and using the same consistent character
for all of them. (b) Local text-driven image editing by integrating
Blended Latent Diffusion [Avrahami et al. 2023b, 2022] — a consis-
tent character can be injected into a specified location of a provided
background image, in a novel pose specified by a text prompt. (c)
Generating a consistent character with an additional pose control
using ControlNet [Zhang et al. 2023a]. For more details, please refer
to the supplementary material. In addition, as demonstrated in Fig-
ure 9 instead of choosing the most cohesive cluster automatically,
as explained in Section 3.1, a user can manually select one of the
clusters according to their preferences, to affect the final result.

5 LIMITATIONS AND CONCLUSIONS

We found our method to suffer from the following limitations: (a)
Inconsistent identity — in some cases, our method is not able to
converge to a fully consistent identity (without overfitting). As
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“This is a story about Jasper, a cute mink with a brown jacket and red pants.
Jasper started his day by , and afterwards, he enjoyed a

coffee meetup with a friend in the heart of New York City. As the day drew
to a close, he settled into his

(a) Story
illustration

“a Plasticine of a cute baby cat with big eyes”
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Figure 7: Applications. Our method can be used for vari-
ous applications: (a) Illustrating a full story with the same
consistent character. (b) Local text-driven image editing via
integration with Blended Latent Diffusion [Avrahami et al.
2023b, 2022]. (c) Generating a consistent character with an ad-
ditional pose control via integration with ControlNet [Zhang
et al. 2023a].

demonstrated in Figure 8(a), when trying to generate a portrait of
a robot, our method generated robots with slightly different colors
and shapes (e.g., different arms). This may result from a prompt
that is too general, for which identity clustering (Section 3.1) is not
able to find a sufficiently cohesive set. (b) Inconsistent supporting
characters/elements — although our method is able to find a con-
sistent identity for the character described by the input prompt,
the identities of other characters, related to the input character
(e.g., their pet), might be inconsistent. For example, in Figure 8(b)
the input prompt p to our method described only the girl, and
when asked to generate the girl with her cat, different cats were
generated. In addition, our framework does not support finding
multiple concepts concurrently [Avrahami et al. 2023a]. (c) Spuri-
ous attributes — we found that in some cases, our method binds
additional attributes, which are not part of the input text prompt,
with the final identity of the character. For example, in Figure 8(c),
the input text prompt was “a sticker of a ginger cat”, however, our
method added green leaves to the generated sticker, even though it
was not asked to do so. This stems from the stochastic nature of the
text-to-image model — the model added these leaves in some of the
stickers generated during the identity clustering stage (Section 3.1),
and the stickers containing the leaves happened to form the most
cohesive set coopesive- One way to mitigate it is to let the user choose
one of the most cohesive clusters according to their preferences,
instead of selecting it automatically. (d) Significant computational
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(a) Inconsistent
identity

(b) Inconsistent
supporting elements

“a hyper-realistic digital painting of a happy girl, brown eyes...”
+ “with her cat”

(c) Spurious
attributes

“a sticker of a ginger cat”

Figure 8: Limitations. Our method suffers from the follow-
ing limitations: (a) in some cases, our method is not able to
converge to a fully consistent identity — notice slight color
and arm shape changes. (b) Our method is not able to asso-
ciate a consistent identity to a supporting character that may
appear with the main extracted character, for example our
method generates different cats for the same girl. (c) Our
method sometimes adds spurious attributes to the character,
that were not present in the text prompt. For example, it
learns to associate green leaves with the cat sticker.

cost — each iteration of our method involves generating a large
number of images, and learning the identity of the most cohesive
cluster. It takes about 20 minutes to converge into a consistent
identity. Reducing the computational costs is an appealing direc-
tion for further research. (e) Simplistic characters — we found that
our method tends to generate simplistic scences (single and mostly
centered objects), which may be caused by the “averaging” effect
of the identity extraction stage, as explained in Section 3.2.

In conclusion, in this paper we offered the first fully-automated
solution to the problem of consistent character generation. We
hope that our work will pave the way for future advancements, as
we believe this technology of consistent character generation may
have a disruptive effect on numerous sectors, including education,
storytelling, entertainment, fashion, brand design, advertising, and
more.
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“wear the lake.” “With a mountain in “wear the White
the background.” House.”

Cluster 1

“With a4 mountain in “near the White
the background.” House.”

“near the lake.”

Cluster 2

Figure 9: User control. Instead of choosing the most cohesive cluster automatically, as explained in Section 3.1, a user can
manually select one of the clusters according to their preferences, to affect the final result. For example, given the text prompt
“a photo of a boy with brown hair’, the user can control the hairstyle of the generated character by choosing the appropriate
cluster.
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A ADDITIONAL EXPERIMENTS

Below, we provide additional experiments that were omitted from
the main paper. In Appendix A.1 we provide additional comparisons
and results of our method, and demonstrate its non-deterministic
nature in Appendix A.2. In Appendix A.3 we compare our method
against two naive baselines. Appendix A.4 presents the results of our
method using different feature extractors. Lastly, in Appendix A.6
we provide results that reduce the concerns of dataset memorization
by our method.

A.1 Additional Comparisons and Results

In Figure 10 we provide a qualitative comparison on the automati-
cally generated prompts, and in Figure 11 we provide an additional
qualitative comparison.

Concurrently to our work, the DALL-E 3 model [Betker et al.
2023] was commercially released as part of the paid ChatGPT Plus
[OpenAI 2022] subscription, enabling generating images in a con-
versational setting. We tried, using a conversation, to create a con-
sistent character of a Plasticine cat, as demonstrated in Figure 20. As
can be seen, the generated characters share only some of the char-
acteristics (e.g., big eyes) but not all of them (e.g., colors, textures
and shapes).

In Figure 12 we provide a qualitative comparison of the ablated
cases. In addition, as demonstrated in Figure 13, our approach is
applicable to consistent generation of a wide range of subjects,
without the requirement for them to necessarily depict human
characters or creatures. Figure 14 shows additional results of our
method, demonstrating a variety of character styles. Lastly, in Fig-
ure 15 we demonstrate the ability of creating a fully consistent “life
story" of a character using our method.

A.2 Non-determinism of Our Method

In Figures 16 and 17 we demonstrate the non-deterministic nature
of our method. Using the same text prompt, we run our method
multiple times with different initial seeds, thereby generating a
different set of images for the identity clustering stage (Section 3.1).
Consequently, the most cohesive cluster c ypesive is different in each
run, yielding different consistent identities. This behavior of our
method is aligned with the one-to-many nature of our task — a
single text prompt may correspond to many identities.
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A.3 Naive Baselines

As explained in Section 4.1, we compared our method against a
version of TI [Gal et al. 2022] and LoRA DB [Ryu 2022] that were
trained on a single image (with a single identity). Instead, we could
generate a small set of five images for the given prompt (that are not
guaranteed to be of the same identity), and use this small dataset
for TI and LoRA DB baselines, referred to as TI multi and LoRA
DB multi, respectively. As can be seen in Figures 18 and 19, these
baselines fail to achieve satisfactory identity consistency.

A.4 Additional Feature Extractors

Instead of using DINOv2 [Oquab et al. 2023] features for the identity
clustering stage (Section 3.1), we also experimented with two alter-
native feature extractors: DINOv1 [Caron et al. 2021] and CLIP [Rad-
ford et al. 2021] image encoder. We quantitatively evaluate our
method with each of these feature extractors in terms of identity
consistency and prompt similarity, as explained in Section 4.1. As
can be seen in Figure 21, DINOv1 produces higher identity consis-
tency, while sacrificing prompt similarity, whereas CLIP achieves
higher prompt similarity at the expense of identity consistency.
Qualitatively, as demonstrated in Figure 22, we found the DINOv1
extractor to perform similarly to DINOv2, whereas CLIP produces
results with a slightly lower identity consistency.

A.5 Additional Clustering Visualization

In Figure 23 we provide a visualization of the clustering algorithm
described in Section 3.1. As can be seen, given the input text prompt
“a purple astronaut, digital art, smooth, sharp focus, vector art”, in the
first iteration (top three rows), our algorithm divides the generated
image set into three clusters: (1) focusing on the astronaut’s head,
(2) an astronaut with no face, and (3) a full body astronaut. In the
second iteration (bottom three rows), all the clusters share the same
identity, that was extracted in the first iteration, as described in
Section 3.2, and our algorithm divides them into clusters by their
pose.

A.6 Dataset Non-Memorization

Our method is able to produce consistent characters, which raises
the question of whether these characters already exist in the train-
ing data of the generative model. We employed SDXL [Podell et al.
2023] as our text-to-image model, whose training dataset is, unfor-
tunately, undisclosed in the paper [Podell et al. 2023]. Consequently,
we relied on the most likely overlapping dataset, LAION-5B [Schuh-
mann et al. 2022], which was also utilized by Stable Diffusion V2.

To probe for dataset memorization, we found the top 5 nearest
neighbors in the dataset in terms of CLIP [Radford et al. 2021] image
similarity, for a few representative characters from our paper, using
an open-source solution [Romain Beaumont 2023]. As demonstrated
in Figure 24, our method does not simply memorize images from
the LAION-5B dataset.

A.7 Stable Diffusion 2 Results

We experimented with a version of our method that uses the Stable
Diffusion 2 [Rombach et al. 2021] model. The implementation is the
same as explained in Appendix B.1, with the following changes: (1)
The set of custom text embeddings 7 in the character representation
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O (as explained in Section 2 in the main paper ), contains only one
text embedding. (2) We used a higher learning rate of 5e-4. The
rest of the implementation details are the same. More specifically,
we used Stable Diffusion v2.1 implementation from Diffusers [von
Platen et al. 2022] library.

As can be seen in Figure 25, when using the Stable Diffusion 2
backbone, our method can extract a consistent character, however,
as expected, the results are of a lower quality than when using the
SDXL [Podell et al. 2023] backbone that we use in the rest of this

paper.

B IMPLEMENTATION DETAILS

In this section, we provide the implementation details that were
omitted from the main paper. In Appendix B.1 we provide the im-
plementation details of our method and the baselines. Then, in
Appendix B.2 we provide the implementation details of the auto-
matic metrics that we used to evaluate our method against the
baselines. In Appendix B.3 we provide the implementation details
and the statistical analysis for the user study we conducted. Lastly,
in Appendix B.4 we provide the implementation details for the
applications we presented.

B.1 Method Implementation Details

We based our method, and all the baselines (except ELITE [Wei
et al. 2023] and BLIP-diffusion [Li et al. 2023]) on Stable Diffusion
XL (SDXL) [Podell et al. 2023], which is the state-of-the-art open
source text-to-image model, at the writing of this paper. We used
the official ELITE implementation, that uses Stable Diffusion V1.4,
and the official implementation of BLIP-diffusion, that uses Stable
Diffusion V1.5. We could not replace these two baselines to SDXL
backbone, as the encoders were trained on these specific models.
As for the rest of the baselines, we used the same SDXL architecture
and weights.

For our method, we generated a set of N = 128 images at each
iteration, which we found to be sufficient, empirically. We utilized
the Adam optimizer [Kingma and Ba 2014] with learning rate of
3e-5, f1 = 0.9, f2 = 0.99 and weight decay of le-2. In each identity
extraction iteration of our method, we used 500 steps. We also
found empirically that we can set the convergence criterion deony
adaptively to be 80% of the average pairwise Euclidean distance
between all N initial image embeddings of the first iteration. In most
cases, our method converges in 1-2 iterations, which takes about
13-26 minutes on A100 NVIDIA GPU when using bfloat16 mixed
precision. In addition, we found that encouraging small clusters is
beneficial by setting the minimum cluster size dpin-¢, and the target
cluster size dsjze-¢ t0 dmin-¢ = dsize-c = 5, which is the recommended
image set size in the personalization setting [Gal et al. 2022; Ruiz
et al. 2023].

List of the third-party packages that we used:

o Official SDXL [Podell et al. 2023] implementation by Hug-
gingFace Diffusers [von Platen et al. 2022] at https://github.
com/huggingface/diffusers

o Official SDXL LoRA DB implementation by HuggingFace
Diffusers [von Platen et al. 2022] at
https://github.com/huggingface/diffusers.

Avrahami et al.

Table 1: Users’ rankings means and variances. The means
and variances of the rankings that are reported in the user
study.

Method Prompt similarity (1) Identity consistency (T)
TI [Gal et al. 2022] 3.31+1.43 3.17 + 1.17
LoRA DB [Ryu 2022] 3.03 +1.43 3.67 £1.20
ELITE [Wei et al. 2023] 2.87 + 1.46 3.20 + 1.21
BLIP-Diffusion [Li et al. 2023] 3.35+1.41 2.76 £1.31
IP-Adapter [Ye et al. 2023] 3.25+1.42 2.99+1.28
Ours 3.30 £ 1.36 3.48 £1.20

o Official ELITE [Wei et al. 2023] implementation at https:
//github.com/csyxwei/ELITE

o Official BLIP-diffusion [Li et al. 2023] implementation at
https://github.com/salesforce/LAVIS/tree/main/projects/blip-
diffusion

o Official IP-adapter [Ye et al. 2023] implementation at https:
//github.com/tencent-ailab/IP- Adapter

e DINOv2 [Oquab et al. 2023] ViT-g/14, DINOv1 [Caron et al.
2021] ViT-B/16 and CLIP [Radford et al. 2021] ViT-L/14 imple-
mentation by HuggingFace Transformers [Wolf et al. 2020]
at https://github.com/huggingface/transformers

B.2 Automatic Metrics Implementation Details

In order to automatically evaluate our method and the baselines
quantitatively, we instructed ChatGPT [OpenAl 2022] to generate
prompts for characters of different types (e.g., animals, creatures,
objects, etc.) in different styles (e.g., stickers, animations, photoreal-
istic images, etc.). These prompts were then used to generate a set
of consistent characters by our method and by each of the baselines.
Next, these prompts were used to generate these characters in a
predefined collection of novel contexts from the following list:

e “a photo of [v] at the beach”
e “a photo of [v] in the jungle”

e “a photo of [v] in the snow”

e “a photo of [v] in the street”

e “a photo of [v] with a city in the background”

e “a photo of [v] with a mountain in the background”

e “a photo of [v] with the Eiffel Tower in the background”
e “a photo of [v] near the Statue of Liberty”

e “a photo of [v] near the Sydney Opera House”

e “a photo of [v] floating on top of water”

e “a photo of [v] eating a burger”

e “a photo of [v] drinking a beer”

e “a photo of [v] wearing a blue hat”

e “a photo of [v] wearing sunglasses”

e “a photo of [v] playing with a ball”

e “a photo of [v] as a police officer”

where [v] is the newly-added token that represents the consistent
character.

B.3 User Study Details

As explained in Section 4.2, we conducted a user study to evaluate
our method, using the Amazon Mechanical Turk (AMT) platform
[Amazon 2023]. We used the same generated prompts and samples
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Table 2: Statistical analysis. We use Tukey’s honestly signifi-
cant difference procedure [Tukey 1949] to test whether the
differences between mean scores in our user study are statis-
tically significant.

Method 1 Method 2 Prompt similarity ~Identities similarity
p-value p-value

TI [Gal et al. 2022] Ours p <0.001 p < le-10

LoRA DB [Ryu 2022] Ours p < 1le—13 le—4

ELITE [Wei et al. 2023] Ours p <1le—13 p < le-7

BLIP-Diffusion [Li et al. 2023]  Ours p <0.01 p < le-13

IP-Adapter [Ye et al. 2023] Ours p < le=5 p<le—13

that were used in Section 4.1, and asked the evaluators to rate
the prompt similarity and identity consistency of each result on a
Likert scale of 1-5. For ranking the prompt similarity, the evaluators
were instructed the following: “For each of the following images,
please rank on a scale of 1 to 5 its correspondence to this text
description: {PROMPT}. The character in the image can be anything
(e.g., a person, an animal, a toy etc.” where {PROMPT} is the target
text prompt (in which we replaced the special token with the word
“character”). All the baselines, as well as our method, were presented
in the same page, and the evaluators were asked to rate each one
of the results using a slider from 1 (“Do not match at all”) to 5
(“Match perfectly”). Next, to assess identity consistency, we took
for each one of the characters two generated images that correspond
to different target text prompts, put them next to each other, and
instructed the evaluators the following: “For each of the following
image pairs, please rank on a scale of 1 to 5 if they contain the same
character (1 means that they contain totally different characters and
5 means that they contain exactly the same character). The images
can have different backgrounds”. We put all the compared images
on the same page, and the evaluators were asked to rate each one
of the pairs using a slider from 1 (“Totally different characters”) to
5 (“Exactly the same character”).

We collected three ratings per question, resulting in 1104 ratings
per task (prompt similarity and identity consistency). The time
allotted per task was one hour, to allow the raters to properly
evaluate the results without time pressure. The means and variances
of the user study responses are reported in Table 1.

In addition, we conducted a statistical analysis of our user study
by validating that the difference between all the conditions is statis-
tically significant using Kruskal-Wallis [Kruskal and Wallis 1952]
test (p < 1e—28 for the text similarity test and p < 1e—76 for the
identity consistency text). Lastly, we used Tukey’s honestly signifi-
cant difference procedure [Tukey 1949] to show that the comparison
of our method against all the baselines is statistically significant, as
detailed in Table 2.

B.4 Applications Implementation Details

In Section 4.4, we presented three downstream applications of our
method.

Story illustration. Given a long story, e.g., “This is a story about
Jasper, a cute mink with a brown jacket and red pants. Jasper started
his day by jogging on the beach, and afterwards, he enjoyed a coffee
meetup with a friend in the heart of New York City. As the day drew to
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a close, he settled into his cozy apartment to review a paper”, one can
create a consistent character from the main character description
(“a cute mink with a brown jacket and red pants”), then they can
generate the various scenes by simply rephrasing the sentence:

(1) “[v] jogging on the beach”

(2) “[v] drinking coffee with his friend in the heart of New York

City”
(3) “[v] reviewing a paper in his cozy apartment”

Local image editing. Our method can be simply integrated with
Blended Latent Diffusion [Avrahami et al. 2023b, 2022] for editing
images locally: given a text prompt, we start by running our method
to extract a consistent identity, then, given an input image and mask,
we can plant the character in the image within the mask boundaries.
In addition, we can provide a local text description for the character.

Additional pose control. Our method can be integrated with Con-
trolNet [Zhang et al. 2023a]: given a text prompt, we first apply our
method to extract a consistent identity ® = (6, 7), where 6 are the
LoRA weights and 7 is a set of custom text embeddings. Then, we
can take an off-the-shelf pre-trained ControlNet model, plug-in our
representation ©, and use it to generate the consistent character in
different poses given by the user.

C SOCIETAL IMPACT

We believe that the emergence of technology that facilitates the
effortless creation of consistent characters holds exciting promise
in a variety of creative and practical applications. It can empower
storytellers and content creators to bring their narratives to life
with vivid and unique characters, enhancing the immersive quality
of their work. In addition, it may offer accessibility to those who
may not possess traditional artistic skills, democratizing character
design in the creative industry. Furthermore, it can reduce the
cost of advertising, and open up new opportunities for small and
underprivileged entrepreneurs, enabling them to reach a wider
audience and compete in the market more effectively.

On the other hand, as any other generative Al technology, it
can be misused by creating false and misleading visual content for
deceptive purposes. Creating fake characters or personas can be
used for online scams, disinformation campaigns, etc., making it
challenging to discern genuine information from fabricated content.
Such technologies underscore the vital importance of developing
generated content detection systems, making it a compelling re-
search direction to address. In addition, since our method uses a
clustering algorithm, there exists a risk of automatically choosing
a cluster with improper content, which may result in creating an
improper consistent character.
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Figure 10: Qualitative comparison to baselines on the automatically generated prompts. We compared our method against
several baselines: TI [Gal et al. 2022], BLIP-diffusion [Li et al. 2023] and IP-adapter [Ye et al. 2023] are able to correspond to the
target prompt but fail to produce consistent results. LoORA DB [Ryu 2022] is able to achieve consistency, but it does not always
follow to the prompt, in addition, the generate character is being generated in the same fixed pose. ELITE [Wei et al. 2023]
struggles with following the prompt and also tends to generate deformed characters. Our method is able to follow the prompt,
and generate consistent characters in different poses and viewing angles.
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Figure 11: Additional qualitative comparisons to baselines. We compared our method against several baselines: TI [Gal et al.
2022], BLIP-diffusion [Li et al. 2023] and IP-adapter [Ye et al. 2023] are able to correspond to the target prompt but fail to
produce consistent results. LoORA DB [Ryu 2022] is able to achieve consistency, but it does not always follow to the prompt, in
addition, the generate character is being generated in the same fixed pose. ELITE [Wei et al. 2023] struggles with following
the prompt and also tends to generate deformed characters. On the other hand, our method is able to follow the prompt, and
generate consistent characters in different poses and viewing angles.
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Figure 12: Qualitative comparison of ablations. We ablated the following components of our method: using a single iteration,
removing the clustering stage, removing the LoRA trainable parameters, using the same initial representation at every iteration.
As can be seen, all these ablated cases struggle with preserving the character’s consistency.
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Figure 13: Consistent generation of non-character objects. Our approach is applicable to a wide range of objects, without the
requirement for them to depict human characters or creatures.
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“holding an
“in the park” “reading a book” “at the beach” avocado”

“a purple astronaut, digital art, smooth, sharp focus, vector art”

Figure 14: Additional results. Our method is able to consistently generate different types and styles of characters, e.g., paintings,
animations, stickers and vector art.
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Figure 15: Life story. Given a text prompt describing a fictional character, “a photo of a man with short black hair”, we can
generate a consistent life story for that character, demonstrating the applicability of our method for story generation.
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“holding an
“in the park” “reading a book” “at the beach” avocado”

Figure 16: Non-determinism. By running our method multiple times, given the same prompt “a photo of a 50 years old man
with curly hair”, but using different initial seeds, we obtain different consistent characters corresponding to the text prompt.
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“holding an
“in the park” “reading a book” “at the beach” avocado”

Figure 17: Non-determinism. By running our method multiple times, given the same prompt “a Plasticine of a cute baby cat
with big eyes”, but using different initial seeds, we obtain different consistent characters corresponding to the text prompt.
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“a 3D animation of a playful kitten, with bright eyes and
a mischievous expression, embodying youthful curiosity and joy”

Figure 18: Qualitative comparison to naive baselines. We tested two additional naive baselines against our method: TI [Gal
et al. 2022] and LoRA DB [Ryu 2022] that were trained on a small dataset of 5 images generated from the same prompt. The
baselines are referred to as TI multi (left column) and LoRA DB multi (middle column). As can be seen, both of these baselines
fail to extract a consistent identity.
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Figure 19: Comparison to naive baselines. We tested two

additional naive baselines against our method: TI [Gal et al.

2022] and LoRA DB [Ryu 2022] that were trained on a small
dataset of 5 images generated from the same prompt. The

baselines are referred to as TI multi and LoRA DB multi.

Our automatic testing procedure, described in Section 4.1,
measures identity consistency and prompt similarity. As can
be seen, both of these baselines fail to achieve high identity
consistency.

“holding an
“at the beach” avocado”

“in the park”

“reading a book”

Figure 20: DALL-E 3 comparison. We attempted to create a
consistent character using the commercial ChatGPT Plus
system, for the given prompt “a Plasticine of a cute baby cat
with big eyes”. As can be seen, the DALL-E 3 [Betker et al. 2023]
generated characters share only some of the characteristics
(e.g., big eyes) but not all of them (e.g., colors, textures and
shapes).
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Figure 21: Comparison of feature extractors. We tested two
additional feature extractors in our method: DINOv1 [Caron
et al. 2021] and CLIP [Radford et al. 2021]. Our automatic
testing procedure, described in Section 4.1, measures identity
consistency and prompt similarity. As can be seen, DINOv1
produces higher identity consistency by sacrificing prompt
similarity, while CLIP results in higher prompt similarity at
the expense of lower identity consistency. In practice, how-
ever, the DINOv1 results are similar to those obtained with DI-
NOv2 features in terms of prompt adherence (see Figure 22).
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Figure 22: Comparison of feature extractors. We experimented with two additional feature extractors in our method: DINOv1
[Caron et al. 2021] and CLIP [Radford et al. 2021]. As can be seen, DINOv1 results are qualitatively similar to DINOv2, whereas
CLIP produces results with a slightly lower identity consistency.
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Figure 23: Clustering visualization. We visualize the clustering of images generated with the prompt “a purple astronaut, digital
art, smooth, sharp focus, vector art”. In the initial iteration (top three rows), our algorithm divides the generated images into
three clusters: (1) emphasizing the astronaut’s head, (2) an astronaut without a face, and (3) a full-body astronaut. Cluster 1 (top
row) is the most cohesive cluster, and it is chosen for the identity extraction phase. In the subsequent iteration (bottom three
rows), all images adopt the same extracted identity, and the clusters mainly differ from each other in the pose of the character.
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Generated
character 7 Top 5 nearest neighbors

Figure 24: Dataset non-memorization. We found the top 5 nearest neighbors in the LAION-5B dataset [Schuhmann et al. 2022],
in terms of CLIP [Radford et al. 2021] image similarity, for a few representative characters from our paper, using an open-source
solution [Romain Beaumont 2023]. As can be seen, our method does not simply memorize images from the LAION-5B dataset.
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Figure 25: Our method using Stable Diffusion v2.1 backbone. We experimented with a version of our method that uses the
Stable Diffusion v2.1 [Rombach et al. 2021] model. As can be seen, our method can extract a consistent character, however, as
expected, the results are of a lower quality than when using the SDXL [Podell et al. 2023] backbone that we use in the rest of
this paper.
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